
IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 52, NO. 8, AUGUST 2014 4913

Angular Normalization of Land Surface Temperature
and Emissivity Using Multiangular Middle

and Thermal Infrared Data
Huazhong Ren, Rongyuan Liu, Guangjian Yan, Xihan Mu, Zhao-Liang Li, Françoise Nerry, and Qiang Liu

Abstract—This paper aimed at the case of nonisothermal pixels
and proposed a daytime temperature-independent spectral in-
dices (TISI) method to retrieve directional emissivity and effec-
tive temperature from daytime multiangular observed images in
both middle and thermal infrared (MIR and TIR) channels by
combining the kernel-driven bidirectional reflectance distribution
function (BRDF) model and the TISI method. Four groups of
angular observations and two groups of MIR and TIR channels
with narrow and broad bandwidths were used to investigate the
influence of angular observations and bandwidth on the retrieval
accuracy. Model sensitivity analysis indicated that the new method
can generally obtain directional emissivity and temperature with
an error less than 0.015 and 1.5 K if the noise included in the
measured directional brightness temperature (DBT) and atmo-
spheric data was no more than 1.0 K and 10%, respectively. The
analysis also indicated that 1) large-angle intervals among the an-
gular observations and a larger viewing zenith angle, with respect
to nadir direction, can improve the retrieval accuracy because
those angle conditions can result in significant difference for com-
ponents’ fractions and DBT under different viewing directions;
2) narrow channels can produce better results than broad chan-
nels. The new method was finally applied to a multiangular MIR
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and TIR data set acquired by an airborne system, and a modified
kernel-driven BRDF model was used for angular normalization to
the surface temperature for the first time. The difference of the
retrieved emissivity and Advanced Spaceborne Thermal Emission
and Reflection Radiometer (ASTER) emissivity was found to be
approximately 0.012 in the study area.

Index Terms—Bidirectional reflectance distribution function
(BRDF) model, directional effective temperature, directional
emissivity, multiangular thermal remote sensing, temperature-
independent spectral indices (TISI).

I. INTRODUCTION

LAND surface temperature (LST) is strongly required for
many applications, including agrometeorology, climate,

and environmental studies [1]–[3]. Thermal infrared (TIR) im-
ages from aircraft and spaceborne satellites provide a unique
opportunity to map this parameter at regional and even global
scales. However, the determination of LST from remotely
sensed data needs to solve two types of problems. The first is
atmospheric correction, which aims to remove the contribution
of atmospheric emission and scattering to the target radiation
in the path from the surface to the sensor. The other involves
accounting for the emissivity effect on the LST to allow the
retrieval of LST from the radiance measured at the surface.
Many methods have been proposed to retrieve LST from re-
motely sensed data depending on different specifications of TIR
sensors and the atmospheric and emissivity data situations, and
these methods can be roughly grouped into three categories: the
single-channel algorithm [4], [5], multichannel methods (e.g.,
the split-window algorithm [6]–[8] and the temperature and
emissivity separation (TES) method [9]), and the multi-time
methods (e.g., the temperature-independent spectral indices
(TISI) method [10], the two-temperature method [11], [12], and
the physical day and night algorithm [13]). Some algorithms
were also proposed to retrieve both LST and emissivity from
hyperspectral TIR data, such as the iterative spectrally smooth
temperature-emissivity separation [14] and alpha-driven emis-
sivity method [15]. For operational purposes, the aforemen-
tioned methods often take the observed pixel as a homogeneous
and isothermal target. This assumption is reasonable for pure
or quasi-pure pixels, such as bare soil, sand, snow, and dense
vegetated surface. However, for mixed pixels including two or
more components at different temperatures and emissivities, the
temperature actually presents spectral and angular variations.
As a result, the aforementioned assumption will be incorrect,
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and at least, the retrieved LST only presents the effective
temperature at its corresponding viewing direction and cannot
be directly taken as the temperature at nadir or under other
directions in theory.

The angular behavior of LST has been investigated in many
previous studies [16]–[23], and this angular variation results
primarily from the angular variation of the pixel emissivity
for 3-D surfaces and the relative weights of more than one
component (e.g., vegetation and background soil) with different
temperatures included in the scene. Some ground measure-
ments have indicated that the LST difference at nadir and off-
nadir observations can be as large as 5 K for bare soils and even
10 K for urban areas. For satellite images, the pixels also face a
similar situation because the pixels in the same image are usu-
ally observed with significantly different viewing angles. For
example, the Moderate Resolution Imaging Spectroradiometer
(MODIS) scans the land surface in the cross-track direction
with viewing zenith angle (VZA) varying from −65◦ to +65◦,
and thus, angle-dependent variations in the retrieved LST are
inevitable, which make the LSTs of different pixels in the
same image incomparable and eventually lead to large errors.
Similar cases can be observed in other satellite sensors, such
as Advanced Very High Resolution Radiometer (AVHRR),
Spinning Enhanced Visible and InfraRed Imager (SEVIRI), and
so on. Therefore, it is crucial to make angular corrections to
the LST [30].

Until recently, there have been two types of methods for solv-
ing this angular LST problem. One method focused on the mod-
eling of directional emissivity, and the other method is aimed
at the retrieval of pixel components’ temperatures. The former
simply attributes the angular variation of the measured effective
temperature to the directional behavior of the pixel emissivity.
If the directional emissivity at the viewing direction is known,
LST can be retrieved by taking the inverse of the radiative
transfer model, and the result is consequently assumed to be
angle independent [22]. However, because this method ignores
the angular variation caused by the components’ temperatures
and it is always difficult to determine the directional emissivity
at the pixel scale, the results of this method are far from
satisfactory. In contrast, the retrieval of components’ temper-
atures is more promising for achieving LST angular correction
because once the components’ temperatures are obtained from
multiangle observations [24]–[26], vegetation indices [27], or
spatial patterns [28], the thermal radiance at any direction
can be theoretically calculated by weighting the components’
temperatures with their corresponding fractions. However, this
method always requires the components’ emissivities and their
fractions to be known in advance, but those parameters are
seldom easily obtained in practice. As a result, there has been no
practical way until now to perform LST angular correction due
to the complexity of this issue. Multiangular observation on the
same targets is considered the most promising way to solve this
problem. However, there are still rare reports of LST angular
correction or simultaneous retrieval of directional emissivity
and temperature from multiangular TIR images because no
more than two angular observations were designed for the cur-
rent satellite sensors [e.g., the Advanced Along Track Scanning
Radiometer (ATSR/AATSR)], and the number of the observa-

tion was less than that of the unknowns. On the other hand,
more angular observations can be obtained easier from air-
borne sensors than from spaceborne sensors, such as the Wide-
angle infrared Dual-mode line/area Array Scanner (WiDAS)
system [27] in the Watershed Allied Telemetry Experimental
Research (WATER) campaign [29]. From this viewpoint, the
objective of this paper is to develop a new method for simulta-
neously retrieving directional emissivity and temperature from
the multiangular image of middle infrared (MIR) and TIR chan-
nels and to achieve angular correction to the temperature using
the TISI method and the kernel-driven bidirectional reflectance
distribution function (BRDF) model. It is organized as follows:
Section II will present some basic theory on retrieval of emis-
sivity and temperature data from multiangular observations in
both MIR and TIR channels; Section III will address the model
sensitivity analysis with respect to some input parameters and
errors; Section IV will be devoted to the application of the
new method to an aircraft data set consisting of MIR and TIR
images at several viewing angles, which were obtained in the
WATER campaign [29], and the cross-validation of the results;
and finally, some conclusions and discussions will be stated in
the last section of this paper.

II. ALGORITHM FOR RETRIEVING ANGULAR

TEMPERATURE AND EMISSIVITY

A. Radiative Transfer Equation

For a cloud-free sky, the radiance measured by an infrared
channel of a sensor onboard a satellite or an aircraft can be
approximated as follows [30]:

I(θs, θv, ϕ) = R(θs, θv, ϕ) · τ(θs, θv, ϕ) +Ra↑ +Rsl↑. (1)

The first term on the right-hand side of (1) is the measured
surface-leaving radiance after attenuation passing through the
atmosphere, and the second and third terms are the contri-
bution of upward atmospheric emission Ra↑ and scattered
solar radiance Rsl↑, respectively. The surface-leaving radiance
R(θs, θv, ϕ) is written as the following:

R(θs, θv, ϕ) = ε(θv, ϕv)B [T (θs, θv, ϕ)] + [1− ε(θv, ϕv)]

· (Ra↓ +Rsl↓) + ρ(θs, θv, ϕ) · Esun (2)

where θv and θs are the VZA and solar zenith angle (SZA),
respectively, whereas ϕ is the relative azimuth angle between
the viewing azimuth angle ϕv (VAA) and solar azimuth angles
ϕs (SAA). τ is the atmospheric transmittance. This first term
on the right-hand side of (2) is the surface thermal radiation,
whereas ε(θv, ϕv) is the surface emissivity in the viewing direc-
tion. Because the emissivity is assumed to be VAA-independent
in this paper, as reported in [21], [31], and [32], the term
ε(θv, ϕv) will be replaced with ε(θv) in the following discus-
sion. B[T (θs, θv, ϕ)] is the surface thermal emission calculated
using Planck’s law at the equivalent temperature T (θs, θv, ϕ),
which varies with the viewing geometry for the nonisothermal
pixel rather than an angle-independent value, as indicated in
some previous studies. The second term is the downward atmo-
spheric radiance Ra↓ and solar scattering radiance Rsl↓, which
are reflected by the surface at the viewing direction. The last
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part of (2) presents the solar direct illumination reflected by
the surface with the bidirectional reflectivity ρ(θs, θv, ϕ). For
the MIR channel at nighttime and the TIR channel, no reflected
solar radiance [Rsl ↓ and Esun in (2)] contributes to the surface-
leaving radiance.

B. Daytime TISI Method

The TISI method was initially developed to separate tem-
perature and emissivity from daytime and nighttime MIR and
TIR images, and the method has been successfully applied
to retrieve bidirectional reflectivity in the MIR channel and
emissivity from the AVHRR, MODIS, and SEVIRI onboard
Meteosat Second Generation satellite [33]–[36]. According to
the TISI method, Planck’s law can be approximated using an
exponent function for the MIR or TIR channel as follows:

L = ε ·m · Tn (3)

where the coefficients m and n are channel dependent. Fur-
thermore, the surface-leaving radiance can be consequently
expressed as R = ε ·m · Tn · C, with C accounting for the
reflected downward atmospheric radiations. A two-channel
emissivity ratio TISIEij between one MIR channel (denoted
by i) without solar illumination and one TIR channel (denoted
by j) was defined in [34] and [37], to improve the retrieval of
emissivity and consequently LST as follows:

TISIEij=
εi

ε
nij

j

=
R′

i

R
nij

j

·
m

nij

j

mi
·
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nij

j

Ci
=
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·Mji · Cji (4a)

with nij = ni/nj

R′
i = TISIEij ·Rnij

j ·Mij · Cij (4b)

where R′
i is the surface-emitted radiance in the MIR channel

without solar illumination, whereas Rj is for the TIR channel.
Introducing (4b) into (2) obtains the expression to calculate the
bidirectional reflectivity as follows:

ρi(θs, θv, ϕ) =
1

Esun

[
Ri − TISIEij ·Rnij

j ·Mij · Cij

]
. (5)

The final solution of (5) requires the value of TISIEij ,
which is assumed to be the same at daytime and nighttime
if there is no occurrence of rain, snow, or dew, and the
nighttime TISIEij can be calculated directly using (4a) from
the nighttime observations in both the MIR and TIR chan-
nels. However, because the TISI method requires daytime
and nighttime observations of the same target in a short time
frame, its application cannot be achieved for sensors that
only provide daytime observation. To address this problem,
Goïta and Royer [36] extended the original TISI method to
retrieve land surface emissivity from two consecutive data
sets acquired at the same time during the daytime by sim-
plifying the TISIE and the characteristics of the bidirec-
tional reflectivity. However, their simplifications, particularly
the case of TISIE = 1, will introduce some unexpected er-
ror into the retrieved emissivity and consequently the LST [30].

Inspired by the results in [35] and [38], a new daytime TISI
method is proposed that uses the TISI method and the kernel-
driven BRDF model to simultaneously retrieve emissivity and

temperature from a sufficient number of angular observations.
First, the bidirectional reflectivity in the MIR channel can be
expressed, on the basis of the kernel-driven BRDF model, as
follows:

ρi(θs, θv, ϕ)=fiso+fvol ·kvol(θs, θv, ϕ)+fgeo · kgeo(θs, θv, ϕ)
(6)

where fiso is the isotropic scattering term, fvol is the coefficient
of the volumetric kernel kvol, and fgeo is the coefficient of the
geometric kernel kgeo. The Ross-Thick volumetric kernel and
the Li-SparseR geometric kernel are used in this paper. If the
reflectivity ρ is known for at least three viewing directions, the
three kernel coefficients (fiso, fvol, and fgeo) can be regressed
using the least squares method. In contrast, if the three kernel
coefficients are known in advance, the reflectivity ρ in arbitrary
direction can be estimated from (6). Therefore, the retrieval of
the reflectivity ρ will be equivalent to the retrieval of those
kernel coefficients. Moreover, combining (4b) and (6) into to
(2) will produce a new formula

Ri(θs, θv, ϕ) = TISIEij ·Rnij

j (θs, θv, ϕ) ·Mij · Cij

+ (fiso + fvol · kvol + fgeo · kgeo) · Esun. (7)

In (7), the terms Ri(θs, θv, ϕ) and Rj(θs, θv, ϕ) are the
measured radiance in the MIR and TIR channels, respectively;
the solar illumination Esun can be estimated from atmospheric
data [39]; Mij and nij are channel dependent and can be fitted
using laboratory-simulated data; the index Cij is complicated
because it relies on both surface and atmospheric conditions
and can be approximated as Cij = [1−Rai↓/Bi(Tmax)]/[1−
Rai↓/Ri], where Tmax is the maximum brightness temperature
in the TIR channel under different viewing angles [35]. The
rest of the terms of (7) are the unknown variables, including the
three coefficients of the BRDF model and the TISIE. Although
the emissivities of both MIR and TIR channels (i.e., εi and
εj) vary with the viewing angle, the angular variation of the
TISIE is not significant and is less than 0.01 for most cases.
Therefore, it is reasonable to use only one average TISIE in (7)
to reduce the number of unknowns. As a result, there are only
four unknowns that remain (TISIE, fiso, fvol, and fgeo) in (7). If
the same target is observed at more than four directions, those
unknown X can be retrieved from the linear equation group,
such as Y = AX , where A is the coefficient matrix composed
by the terms in (7), and Y denotes Ri.

Once the three coefficients of the BRDF model are obtained,
the directional emissivity in the MIR channel can be estimated
as one minus the hemisphere-directional emissivity on the basis
of Kirchhoff’s law [38]. Hence

εi(θv)=1−ρhd=1−
2π∫
0

π
2∫

0

ρ(θs, θv, ϕ) sin(θs) cos(θs) dθs dϕ.

(8)

According to (6), the integration of the reflectivity in the
upward hemisphere is equal to the result of integrating the three
kernels (kvol, kgeo, and 1) in the same angle range because
the values of the kernel coefficients are fixed for all angles.
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Jiang et al. [38] calculated the integration of the Ross-Thick
volumetric kernel (Ikvol) and Li-SparseR geometric kernel
(Ikgeo) with SZA varying from 0◦ to 80◦ and SAA varying
from 0◦ to 360◦ with a step 0.05◦ and then related Ikvol and
Ikgeo to the VZA (θv) using an exponent growth function and
a Gaussian function, respectively. Finally, based on the concept
of the two-channel TISIE defined in (4), the emissivity in the
TIR channels can be obtained from the TISIE and the emissivity
in the MIR channel as (9) [34], [35], and consequently, the
surface temperature at the current viewing direction can be
calculated from the inversion of the thermal radiative transfer
equation

εj(θv) =

(
εi(θv)

TISIEij

)1/nij

. (9)

The advantage of the above daytime TISI method (hereafter
called the D-TISI method) is that it eliminates the requirement
of daytime and nighttime measurements in the original TISI
method by using at least four angular observations in both MIR
and TIR channels, and it requires only one atmospheric correc-
tion for all angular observations instead of two, respectively,
for the daytime and nighttime observations. However, because
the temperature difference between those angular observations
is not as large as that of the daytime and nighttime observa-
tions, the relatively high correlations in the radiative transfer
equations like (7) may make the method sensitive to data
error. Therefore, an optimization algorithm is needed to avoid
outliers, and this paper used the constrained linear least-squares
optimization algorithm included in the function lsqlin() of the
MATLAB software.

It is worth noting that all variables/parameters in the above
equations, except for the angles, are channel-effective values.
The channel-effective quantities of interest are calculated as a
weighted value from monochromatic values using the spectral
response function f(λ): [30]

Xi =

∫ λ2

λ1
fi(λ)Xλ dλ∫ λ2

λ1
fi(λ) dλ

(10)

where, λ1 and λ2 are the lower and upper response wavelength
of the ith channel, respectively, and X stands for B(T ), R, L,
Ra↓, Ra↑, Rsl↑, ε, τ , or ρ. Equations (1) and (2) are actually
approximations of the theoretical radiative transfer equation
in which monochromatic quantities are replaced with channel-
effective values, and those approximations are only reliable for
a narrow channel.

III. MODEL ANALYSIS

A. Channel Specifications

We were concerned with the MIR and TIR channels from
two sensors: the airborne WiDAS system [27], [40] used in
the WATER field campaign [29] and the MODIS channels 20
and 31. The MIR and TIR images of the WiDAS will be used
in the next section for the validation of the D-TISI method.
However, as shown in Fig. 1, the bandwidths of the WiDAS’s
two channels are up to 4 and 11 μm, respectively, which are
rare in current airborne or spaceborne sensors and will reduce

Fig. 1. Spectral response function of the MIR and TIR channels for the
WiDAS system and the MODIS sensor, respectively.

the accuracy of the approximations of the radiative transfer
function from the monochromatic value to the channel-effective
value as stated in (10), in addition to degrading the accuracy of
the approximation of the exponent expression of the channel
radiance using (3). In contrast, the bandwidths of the MODIS’s
MIR and TIR channels are relatively narrower, and such narrow
bandwidths are usually observed for several sensors. Therefore,
although this paper will not use the MODIS data to validate
the D-TISI method due to the lack of multiangular observa-
tion images, the following analysis will discuss the retrieved
results from the MODIS’s two channels in detail rather than
the WiDAS system, to make the findings of this paper more
representative and reliable, and only provide the general results
for the WiDAS system.

Table I shows the coefficients m and n in (3) for the channels
of MODIS and WiDAS. Two temperature ranges, i.e., 270–
300 K and 300–330 K, were used for the exponent approxima-
tion with higher accuracy. In the retrieval process, m and n can
be determined with the measured TIR brightness temperature.

B. Simulation Conditions

Many surface and atmospheric conditions have to be de-
signed to simulate the bidirectional reflectivity in the MIR
and the directional emissivity and measured radiance of the
MIR and TIR channels. Because the D-TISI method needs the
surface-leaving radiance after atmospheric correction, we only
considered the middle-latitude summer atmospheric models in-
cluded in the MODerate resolution atmospheric TRANsmission
(MODTRAN) V4.0 radiative transfer code. The rural aerosol
model was assumed with a visibility of 10, 15, 20, 25, 30, 40,
and 50 km, and the column water vapor was set with 0.25, 0.5,
and 0.75 WVmax, where WVmax is the maximum water content
in the atmospheric model.

The Scattering by Arbitrarily Inclined Leaves (SAIL)
Hotspot (SAILH) model [41] was used to simulate the bidi-
rectional reflectivity in the MIR channel and the directional
emissivities in both MIR and TIR channels. The SAILH model
was inherited from the scattering by SAIL model [42], which
incorporated the foliage hotspot effect according to the theory
of Kuusk [43], and the results of the SAILH model should be
closer to reality than the original model. The input variables
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TABLE I
PARAMETERS m, n, AND ERROR (RMS AND MAX) FOR THE MIR AND TIR CHANNELS OF MODIS AND WiDAS

of the SAILH model include the canopy parameters (e.g., leaf
area index (LAI) and hotspot factor) and component proper-
ties (e.g., reflectivity and transmittance). The SAILH model
outputs the bidirectional reflectivity at any designed viewing
geometry. Furthermore, the hemisphere-directional reflectivity
of the canopy is integrated from the bidirectional reflectivity in
the hemisphere, and the directional emissivity is estimated as
the complement of the hemisphere-directional reflectivity based
on Kirchhoff’s law. Although this paper concerns nonisother-
mal surfaces, the emissivity is assumed to be independent of
the temperature distribution of the surface [44]. As a result,
Kirchhoff’s law is still suitable at least for the aforementioned
calculation of the directional emissivity over the nonisothermal
surface.

We chose ten vegetation samples and 17 soil samples from
the University of California at Santa Barbara (UCSB) spectral
emissivity databases and obtained their channel emissivity for
the MIR and TIR channels using (10), which resulted in a total
of 170 combinations of vegetation and soil samples. Table II
shows the channel emissivity of the MODIS and WiDAS. Be-
cause the wavelength range (3–14 μm) of the sample emissivi-
ties did not cover all the response wavelengths of the WiDAS’s
two channels, the spectral emissivity out of the 3–14 μm was
not used in the integration procedure from monochromatic
emissivity to the channel emissivity. Note that sample emissivi-
ties were assumed to be angle independent. Furthermore, those
samples’ reflectivity input to the SAILH model was calculated
as the complement of the channel emissivity listed in Table II,
and the transmittance of the samples was equal to zero. A
spherical canopy was assumed in the SAILH model, and the
LAI varied from 0.5 to 5 with a step of 0.5.

As shown in Fig. 2, the simulated TISIE in the MODIS
channels mainly distributes in the range [0.95, 1.1], whereas
some TISIE values are smaller than 0.9 because of the low
emissivity of some soil samples in the MIR channel and the
small LAIs. According to the results obtained by Jiang et al.
[35], the pixel TISIE values were mostly larger than 0.96 for
several different combinations of the MIR and TIR channels.
Therefore, in order to make the simulated TISIE close to
the reality and also to ensure the retrieval result to be more
representative, we consider the case of TISIE larger than 0.92,
which covers approximately 92% of the total samples and most
of the natural surface.

The nonisothermal canopy was assumed to consist of three
components: leaves, sunlit soil, and shaded soil. Six groups
of those three components’ temperatures were used, as shown

TABLE II
CHANNEL EMISSIVITY FOR THE MODIS AND WiDAS SYSTEM,

CHOSEN FROM UCSB EMISSIVITY DATABASE

in Table III. T-groups 1 and 2 represent low components’
temperatures with small and large differences, respectively.
T-groups 3 and 4 represent middle temperatures with small
and large differences, respectively. Finally, T-groups 5 and 6
represent high temperatures, and their temperature differences
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Fig. 2. Histogram of TISIE in the MODIS simulated data set.

TABLE III
DIFFERENT GROUPS OF COMPONENTS’ TEMPERATURES

USED FOR SIMULATIONS

are generally larger than the other groups because both cases
may occur in sparse canopies and/or in summer.

C. Canopy Directional Radiance and Directional
Effective Temperature

Based on the simulation conditions aforementioned, the bidi-
rectional reflectivity and emissivity were simulated with the
SAILH model, and the downward atmospheric radiance and
solar radiance in (2) were determined from MODTRAN4.0.
The canopy directional effective radiance in (2) (i.e., Le(θs, θv,
ϕ) = ε(θv)B[T (θs, θv, ϕ)]) was further simulated as follows:

Le(θs, θv, ϕ) =

3∑
k=1

fk(θs, θv, ϕ) · Lk + Lmulti (11)

Lmulti =σfLleaf(1− εs)b(θ)

+ (1− α) [1− b(θ)(1− σf )]

· [1− b(θ)] (1− εv) · Lleaf . (12)

The first term of (11) is the weighted radiance by the com-
ponent fraction fk, which is calculated from a parameterization
model of the SAILH model in [45], at the viewing geometry
(θs, θv, ϕ), and the component emitted radiance Lk calculated
from the emissivity (see Table I) and temperature (see Table II)
using Planck’s law. The second term of (11) is the radiance
scattering between the leaves and the soil [see the first part of
the right-hand side of (12)] and between leaves [see the second
part of the right-hand side of (12)] in the canopy. b(θ) is the
directional gap of the canopy, and σf is the hemispheric leave
fraction; both of them can be determined by using canopy LAI

TABLE IV
DIFFERENT ANGLE COMBINATIONS

and viewing angles. α denotes the cavity effect accounting for
the multiple scattering inside the canopy. More details about
the calculation of b(θ), σf , and α can be found in [32]. On the
basis of the Le(θs, θv, ϕ) simulated from (11), we defined the
directional brightness temperature (DBT) and the directional
effective temperature (Te) for the nonisothermal canopy as
(13). B[]−1 is the inversion of Planck’s law. Note that the
consideration of the nonisothermal canopy causes Te to vary
with channels, which does not satisfy the requirement of the
D-TISI method that the temperature must be the same in the
MIR and TIR channels. To satisfy the requirement, the Te of
the MIR channel was forced to equal that of the TIR channel
in our simulated data set. However, the DBTs were channel
dependent. Hence

DBT(θs, θv, ϕ) =B [R(θs, θv, ϕ)]
−1

Te(θs, θv, ϕ) =B

[
Le(θs, θv, ϕ)

ε(θv)

]−1

. (13)

D. Multiple Angular Combinations

As previously stated, at least four angular observations are
required to solve the four unknowns. A previous study indicated
that a large difference among VZAs can reduce the correlations
between radiative transfer equations and can obtain more accu-
rate results in the retrieval of emissivity and temperature [31].
To illustrate the influence of the different angular observations
on the retrieval accuracy, we used four groups of angular
observations (see Table IV). The fourth group is the designed
angular combination of the WiDAS system. In addition, we
assumed that the backward direction has a VAA of 180◦, and
the forward direction has an azimuth angle of 0◦.

E. Initial Values of the Four Unknowns

The initial value of the TISIE can be obtained using a similar
relationship between the TISIE and the ratio of the MIR and
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Fig. 3. RMSE of TIR emissivity at different angular observations and LAIs, with DBT noise of the MIR and TIR channels within [−0.5, 0.5] K included in the
directional brightness temperature of both MIR and TIR channels. The components’ temperatures of each T-group are shown in Table III.

Fig. 4. Similar to Fig. 3 but with DBT noise within ±[0.5, 1.0] K.

TIR surface-leaving radiance, as proposed in [36]. With the
known atmospheric downward radiance from atmospheric data,
we first used εj = 0.98 (j denotes the TIR channel) to retrieve
the Te in the TIR channel and applied Te in the radiative
transfer equation [i.e., (2)] to calculate the bidirectional re-
flectivity with an approximation ρ(θs, θv, ϕ) = 1− ε(θv), and
then, we estimated the three coefficients (fiso, fvol, and fgeo)
from the BRDF model shown in (6). These initial values were
consequently input into the optimization algorithm to obtain the
final solution of the four unknowns.

F. Model Analysis

Because the observed data always included some noise
from the instrument noise, atmospheric correction, and angle-
controlling error, the retrieval accuracy may be consequently
degraded. To evaluate the model’s consistency with the LAI
and angular combination, as well as temperature and TISIE
themselves, some artificial noise was introduced into those
data. The noise included in the atmospheric data ranged from
[−10%, 10%] of the data itself, and the noise introduced in
the DBT of the MIR and TIR channels was within [−0.5,
0.5] K and ±[0.5, 1.0] K. The two types of DBT noise were
used to investigate the reliability of the four aforementioned
angular combinations. All noise was provided with a uniform
distribution. Note that the results shown in Figs. 3–7 are from
the MIR and TIR channels of the MODIS sensor, whereas the
results in Fig. 8 are for the WiDAS system.

1) Influence of LAI: In Figs. 3 and 4, The root-mean-square
error (RMSE) of the retrieved TIR emissivity is displayed for
the equivalent temperature noise within [−0.5, 0.5] K, which
is included in the simulated DBT, and for the noise within
±[0.5, 1.0] K, respectively. As observed in the two figures,
the RMSE initially decreases and then increases with the in-

Fig. 5. Histograms for the difference of the temperature discrepancy between
nadir and off-nadir 50◦ observations in (a) MIR and (b) TIR channels of
T-group 1 against T-groups 3 and 5, respectively.

Fig. 6. Influence of TISIE on the retrieval accuracy by using angle case 2.

creasing LAIs. As for the sparse (e.g., LAI = 0.5) or dense
(e.g., LAI > 4) vegetated surfaces, their angular variations of
the components’ fractions and DBT were not remarkable, and
consequently, the solution of (7) was sensitive to the noise
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Fig. 7. (a) Histograms of the retrieval error for the bidirectional reflectivity in the MIR channel and emissivity in the TIR channel at DBT noise within [−1.0,
1.0] K. (b) Histogram of the residual error of the directional effective temperature Te calculated from the retrieved TIR emissivity and the directional radiance and
atmospheric data without noise. (c) Histogram of the residual error of Te calculated from the retrieved TIR emissivity and the directional radiance and atmospheric
data with noise. (d) Theoretical temperature error caused by emissivity error (± 0.02 at true ε = 0.98) under different temperatures and downward atmospheric
radiances (unit: W/m2/sr/μm). Angle case 2 was used for illustration.

included in the MIR and TIR brightness temperatures and
atmospheric data. In contrast, for the partly vegetated surface
(e.g., LAI = 1.5 and 2.0), the variation of the components’
fractions and DBT caused by different viewing angles becomes
relatively more significant, whereas the retrieval process is less
influenced by the noise in the input data.

2) Influence of Angular Combinations: As previously
stated, four groups of angular observations were used to de-
termine the “best” combination for the retrieval of the bidirec-
tional reflectance and emissivity. The retrieval RMSE for most
cases in Fig. 3 is smaller than 0.01, and all of them are less than
0.015, whereas for most cases in Fig. 4, the RMSEs are less
than 0.015. The greater noise included in the DBT produced
larger error in the retrieved emissivity. A comparison between
the results from different cases of the angular combinations
indicates that case 2 performs better than the others, particularly
for the DBT noise within [−0.5, 0.5] K, most likely because
case 2 had the largest off-nadir observation (i.e., VZA = 50◦)
and the largest angle interval (i.e., ΔVZA = 30◦ or 20◦) (see
Table IV), which corresponded to the largest difference in the
components’ fractions and DBT between the different viewing
angles and consequently reduced the correlation of the radiative
transfer equations, resulting in a more reliable retrieval result.
On the other hand, the smallest off-nadir observation (i.e.,
VZA = 50◦) and angle interval (i.e., ΔVZA = 10◦ or 20◦)
in case 1 enhanced the correlations of their radiative transfer

equations, leading to the lowest retrieval accuracy. Comparing
the results of cases 3 and 4, case 3 performed slightly better
than case 4, particularly for T-groups 1 and 2. This better
performance might be due to the fact that, although case 4 has
more angular observations (seven) than case 3, the correlations
of the radiative transfer equations were increased by the smaller
angle interval in case 4, and the error included in the additional
angular observation can also degrade the retrieval accuracy.
Therefore, more observations will not always obtain more
accurate results unless the angle interval is large enough.

From the aforementioned discussion and the results shown in
Figs. 3 and 4, we determined that case 2 is the best angular com-
bination among the four examined angle cases, and these results
are similar to a previous study [31]. However, these results do
not mean that case 2 involves the best angular combinations
for the retrieval, since it is actually difficult to determine the
best combination from numerous combinations with different
viewing angles in the upper hemisphere. Although a large
viewing angle can improve the retrieval accuracy, it is not
recommended to use a viewing angle larger than 55◦ because
the pixel size of such viewing angle is approximately four times
the size of the nadir observation, and the different pixel sizes
may result in the presentation of different components and/or
their temperatures, particularly for heterogeneous surfaces.

3) Influence of Components’ Temperatures: The correlation
between the radiative transfer equations of different viewing
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Fig. 8. (a) RMSE of TIR emissivity at different LAIs and components’ temperatures for the WiDAS system. (b) Histograms of the retrieval error for bidirectional
reflectivity in the MIR channel and emissivity in the TIR channel for the WiDAS system. (c) Histogram of the residual error of directional effective temperature Te

calculated from the retrieved TIR emissivity and the directional radiance and atmospheric data without noise. (d) Histogram of the residual error of Te calculated
from the retrieved TIR emissivity and the directional radiance and atmospheric data with noise. Angle case 4 was used for illustration.

angles is related to the temperature discrepancy of the compo-
nents in the scene. Large temperature discrepancies can reduce
this correlation, whereas small temperature discrepancies can
lead to a higher correlation. As shown in Table III, T-groups 1
and 2 had a similar level of different components’ temperatures,
but the temperature discrepancy for T-group 2 was larger than
that for T-group 1. Therefore, since the correlation of the
angular observation is less significant in T-group 2, the retrieval
error of T-group 2 is smaller than T-group 1, as shown in Figs. 3
and 4. A similar case was found for T-groups 3 and 4 and
T-groups 5 and 6. However, this difference of the retrieval errors
between T-groups 1 and 2, T-groups 3 and 4, and T-groups 5
and 6 was so limited that it almost disappeared in some results,
as observed in Fig. 3, perhaps because the relatively smaller
temperature difference in T-groups 1, 3, and 5 is large enough
to reduce the influence of the temperature difference and also
because of the influence of noise included in the measured data.

Fig. 4 also shows that the retrieval errors of T-groups 1 and
2 were almost smaller than those of the other T-groups with
higher DBT, particularly for the angle cases 2 and 3. These
results indicate that the increase in DBT could not enable a
better retrieval result, due to the fact that, at the same level of
the difference of the components’ temperatures, the increase
in components’ temperatures inversely reduced the angular
variation of the DBT between the angular observations. Fig. 5

presents the histograms of the difference ΔT ′ = ΔT1 −ΔTx

of temperature contrast between the nadir and off-nadir 50◦

observations, where ΔT1 = Tnadir − T50◦ in T-group 1 and
ΔTx = Tnadir − T50◦ (x = 3 and 5) in T-groups 3 and 5. It
was observed that the temperature contrast between the nadir
and off-nadir 50◦ observations in T-group 1 was larger than
that of T-groups 3 and 5, particularly for the MIR channel. As
for T-groups 1 and 3 (see filled squares in Fig. 5(a) and (b),
the temperature contrast ΔT1 was notably larger than ΔT3 for
both the MIR and TIR channels, and all of the ΔT ′ values
in the TIR channel ranged from 0.0 to 0.2 K, whereas most
of the ΔT ′ values in the MIR channel were more than 1.0 K.
Consequently, this variation in the temperature contrast of nadir
and off-nadir directions, from a lower temperature (such as
T-group 1) to a higher temperature (such as T-group 3) but
with similar difference of components’ temperatures, caused a
corresponding higher correlation in radiative transfer equations
and finally made the retrieval process from T-group 3 to be more
sensitive to the noise than that from T-group 1. As for T-groups
1 and 5 [see unfilled squares in Fig. 5(a) and (b)], the ΔT ′

between ΔT1 and ΔT5 of the MIR channel was notable and
generally larger than the ΔT ′ between ΔT1 and ΔT3. However,
as shown in Fig. 5(b), most of the ΔT1 were smaller than ΔT5,
which means that the temperature contrast between the nadir
and off-nadir 50◦ observations was enlarged in the TIR channel
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from T-group 1 to T-group 5. As a result, this variation might
cause T-group 5 to obtain a more accurate result than T-group 3
in theory. However, due to the fact temperature contrast in the
MIR channel was remarkably reduced, the retrieval accuracies
from T-group 5 were generally lower than that from T-group 1
and even lower than that from T-group 3 in some cases. Similar
reasons can be used to explain the variation between T-groups
2 and 4. T-group 6 had a better result because its components’
temperature contrast was larger than the other groups. From
the aforementioned discussions, a cautious conclusion can be
drawn that, at the same level of components’ temperature dif-
ferences, the case with a relatively lower brightness temperature
will lead to better results for the retrieval emissivity in the
TIR channel, as well as for the bidirectional reflectivity and
emissivity in the MIR channel. However, the results still depend
on the specific situation, including the atmospheric conditions
and canopy structures.

4) Influence of TISIE: Fig. 6 presents the RMSE for the
retrieved TIR emissivity, which varies with the TISIE for two
noise conditions. Only angle case 2 was used for illustration.
These data show that the RMSEs for the TISIE within [0.92,
1.06] were smaller than 0.015, which is the accuracy required
for some sensors [9]. According to the histogram in Fig. 2, this
part of the TISIE covers approximately 92% of all samples
and approximately 98% of the samples with a TISIE larger
than 0.92. Moreover, this range of TISIE also covers the values
of most natural surfaces, as reported by Jiang et al. [35], on
satellite data. However, for those larger TISIEs (i.e., > 1.05)
resulting from dense vegetated surfaces or sparse surfaces (or
dry grass and mafic surfaces, e.g., volcanics, in natural surface)
whose MIR emissivity is relatively larger and TIR emissivity
is relatively smaller, the retrieval accuracy might be degraded
by the small angular variation of the components’ fractions and
DBT, as described earlier.

Based on the aforementioned simulated data set, Fig. 7(a)
displays the histograms of the residual error for the retrieved
bidirectional reflectivity in the MIR channel and emissivity in
the TIR channel with DBT noise within [−1.0, 1.0] K. These
results show that the bias of reflectivity was close to 0, but
that of the TIR emissivity was larger than 0 and nearly 0.004,
which indicates that the retrieved TIR emissivity was generally
larger than the true value and that the accuracy of the retrieved
reflectivity was higher than that of the TIR emissivity. This
result is reasonable due to the fact that, from (7) and the kernel-
driven BRDF model in (6), the accuracy of the bidirectional
reflectivity is only influenced by the three coefficients driven
from (7), whereas that of the TIR emissivity is not only depen-
dent on the three coefficients but also relies on TISIE. Since
the error of the parameter Cij described in (4) can degrade
the accuracy of the TISIE solution, the errors of TISIE and the
MIR emissivity calculated from the BRDF model using the re-
trieved three coefficients can be further enlarged by the expo-
nent conversion of (9).

Fig. 7(b) and (c) shows the histograms of the residual error
for the directional effective temperature Te [see (13)] calculated
from the inversion of the radiative transfer equation using the
retrieved TIR emissivity with true DBT and downward atmo-
spheric radiance, and with the noise-added DBT and downward

atmospheric radiance, respectively. Therefore, Fig. 7(b) can be
considered as the DBT residual error only caused by the error of
the TIR emissivity, whereas Fig. 7(c) can be considered as the
residual error caused by the error of the TIR emissivity and the
noise included in the DBT itself and the atmospheric radiance.
As observed in Fig. 7(b), the DBT residual error mainly (96%)
fell into a range of [−1.0, 1.0] K, and the temperature residual
with the maximum percentage of the histogram was close to
0. To investigate the results in Fig. 7(c), Fig. 7(d) presents
the theoretical temperature error caused by emissivity error
(±0.02 at true ε = 0.98) under different true temperatures and
downward atmospheric radiances. The temperature error in this
figure was calculated as the difference of the true temperature
minus the retrieved temperature from the inversion of Planck’s
law with given emissivity (0.96 or 1.0). Results shown in
Fig. 7(d) indicate that the absolute temperature error increased
with the increasing temperature itself, but decreased with the
increasing downward atmospheric radiance, because emissivity
error has less influence on the reflected downward atmospheric
radiance. It is possible for an emissivity error of 0.02 to lead
to a temperature error within [−1.0, 1.0] K, particularly for
low temperatures and/or large downward atmospheric radiance.
Therefore, the results shown in Fig. 7(b) are reasonable. Com-
pared with Fig. 7(b), the actual range of the DBT residual
error in Fig. 7(c) was relatively larger, and the residual error
within [−0.8, 0.5] K is at a similar percentage because of
the influence of the noise included in the DBT itself and the
atmospheric radiance. However, Fig. 7 still demonstrates that
the bidirectional reflectivity and emissivity can be retrieved
within an error lower than 0.015, and the DBT can be obtained
with an error within 1.5 K for most cases from multiangular
observations using the angle combination of case 2.

The aforementioned model analysis was concerned with the
MIR and TIR channels of the MODIS sensor because this
sensor has narrower bandwidth than the WiDAS system and
is more representative of most current sensors. However, it is
necessary to illustrate the result for the WiDAS system because
its MIR and TIR data will be used to validate the D-TISI
method. Fig. 8(a) displays the RMSE variation of the TIR
emissivity, which is retrieved from the DBT at noise within
[−1.0, 1.0] K and downward atmospheric radiance at noise
within [−10%, 10%], with the canopy LAIs and components’
temperature combinations. The angle case 4 was used because
this angle case was designed for the WiDAS system. Compared
with Figs. 3(d) and 4(d), the RMSE for the WiDAS system
is similar to that of the MODIS, except for the RMSE (up to
0.035) in the lower LAIs of T-group 1 and T-group 2.

Fig. 8(b) is the corresponding histogram of the residual error
of the MIR bidirectional reflectivity and TIR emissivity for the
WiDAS system, which indicates that their residual error was
distributed widely from −0.06 to 0.06 and that there was a
bias of approximately −0.004 and 0.004 for the reflectivity
and emissivity, respectively. A comparison between Figs. 7(a)
and 8(b) highlights that the retrieval accuracy of the WiDAS
system was generally lower than that of the MODIS, most
likely due to its broader bandwidths in both the MIR and
TIR channels. According to the simulated DBT of the MODIS
and WiDAS system using (11) and (12), we observed that
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TABLE V
SPECIFICATION OF THE WiDAS SYSTEM

the broader bandwidth degraded the retrieved accuracy of the
reflectivity and emissivity in two different ways: first, because
some response wavelengths of the MIR channel were out of
the atmospheric window of 3–5 μm, as shown in Fig. 1, the
transmittance of the solar irradiance from space to the surface
was reduced and consequently decreased the solar contribution
in the MIR channel. As a result, the correlation of the radiative
transfer equations between the MIR and TIR channels of the
WiDAS system was higher than that of the MODIS at the
same atmospheric conditions. Second, the angular variation of
the DBT in both the MIR and TIR channels of the WiDAS
system was weakened, which caused the retrieved result to be
more sensitive to the noise included in the used DBT data.
However, as shown in Fig. 8(b), approximately 80% and 88%
of the residual error was respectively within [−0.015, 0.015]
and [−0.02, 0.02], which indicates that most of the retrieved
error of the MIR reflectivity and TIR emissivity for the WiDAS
system was smaller than 0.02 in theory. Fig. 8(c) and (d) shows
the histograms of the residual error for the directional effective
temperature Te calculated from the inversion of the radiative
transfer equation using the retrieved TIR emissivity with true
DBT and downward atmospheric radiance, and with noise-
added DBT and downward atmospheric radiance, respectively.
The results were very similar to the results observed with
MODIS, as shown in Fig. 7(b) and (c).

IV. APPLICATION TO WiDAS AIRBORNE DATA

An airborne multiangular image data set was acquired by the
WiDAS system, which was one of the major airborne sensors
used in the WATER synthetic field campaign conducted in the
spring to summer of 2008 on the Heihe River watershed in
West China [29]. The WiDAS system acquired images using
four charge-coupled device (CCD) cameras in visible/near-
infrared (VNIR) channels and two thermal cameras in the MIR
and TIR channels [27], [40]. Table V lists the specification
of those cameras. The VNIR image will be used for results
analysis.

TABLE VI
COEFFICIENTS FROM OBSERVED TEMPERATURE OF THE MIR AND

TIR CHANNELS TO BLACKBODY BRIGHTNESS TEMPERATURE

A. Acquirement of Multiangular Images

The WiDAS system was designed to observe the surface in
the MIR and TIR channels at a total of seven zenith angles (see
angle case 4 in Table IV). The cameras of the WiDAS system
acquired the surface sequential images with high frequency
during the flight [27], and the overlap between two sequential
images was more than 80% for the VNIR channels and more
than 85% in the MIR and TIR channels, which meant that
the same ground point can be almost simultaneously observed
in several sequential images. After geometric corrections, a
multiangular data set was obtained from the collections of the
same ground point in the sequential WiDAS images.

However, because the time interval between two sequential
images was very short (< 4 s), the variations of VZA and even
VAA were consequently very small, causing the two sequential
observations to contain no more angular information about the
surface than only one observation did, and the error in the
additional observations might influence the final solution of
the retrieval. Therefore, we should only use those observations
whose VZAs were equal or close to the designed angles.
However, because the multiangular images were obtained from
sequential observations at the manner of the central projection,
which reduced the angular differences between sequential ob-
servations for those pixels far from the central line in the cross-
track direction, only the pixels on the central line of the camera
along the flight track can be observed with the designed angles.
Moreover, for the edge pixels in the cross-track direction, their
VZAs were almost the same in all sequential images, and only
their VAAs changed. To improve the accuracy of the emissivity
and temperature retrieval from those pixels, we had to select
a group of angular observations with the maximum VZA or
VAA difference from the sequential images, with a constraint
that the VZA interval between any two angular observations
with a similar VAA, or the VAA interval between any two
observations with a similar VZA, must be beyond a threshold
value, such as 6◦ for VZA and 15◦ for VAA. Therefore, the
emissivity and temperature for different pixels were actually
retrieved with different combinations of VAA and VZA, rather
than the designed combination.

B. Calibration and Atmospheric Correction

The recorded temperatures of the MIR and TIR channels
were calibrated to blackbody brightness temperatures using a
polynomial approximation as follows:

BBT = B0 +B1 · Tobs +B2 · T 2
obs (14)

where B0, B1, and B2 are coefficients, which were regressed
from their measurement on a blackbody (Series no. Mikron
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Fig. 9. (a) Study region (38.84◦N–38.87◦N, 100.39◦E–100.43◦E) in the Heihe river watershed and its VNIR image from a CCD camera. (b)–(h) Multiangular
TIR images. (a) Study region and VNIR image from a CCD camera. (b) Backward 40◦. (c) Backward 20◦. (d) Backward 10◦. (e) Nadir. (f) Forward 10◦.
(g) Forward 20◦. (h) Forward 40◦.

340) in the temperature range from 273.16 to 358.16 K with
an interval of 5 K. The value of those coefficients is shown in
Table VI [40].

For the atmospheric correction of the WiDAS images,
radiosounding data, including air temperature, air pressure,
relative humidity, and other parameters, were collected simul-
taneously and used to drive the MODTRAN4.0 code to remove
atmospheric effects for the VINR images and to simulate the
upward and downward atmospheric radiance (i.e., Ra↑, and
Ra↓) and solar radiation (i.e., Esun, Rsl↑, and Rsl↓) for both
MIR and TIR channels. After atmospheric correction, only
surface-leaving radiances [i.e., R(θs, θv, ϕ) in (2)] were in-
cluded in the MIR and TIR data.

C. Directional Emissivity and Effective Temperature

1) Multiangular Image Data Set: The study region of this
paper is the Zhangye-Yingke-Huazhaizi (ZY-YK-HZZ) exper-
imental site [38.84◦ N–38.87◦ N, 100.39◦ E–100.43◦ E; see
Fig. 9(a)] located in the Heihe River watershed, Zhangye,
Gansu, China. This region is a typical oasis agricultural area
with a size of about 533 ha, and the main land covers included
maize, wheat, and vegetables [27], [29]. The WiDAS system
acquired data over this area on June 1, June 29, and July 7,
2008. Only the data from July 7, 2008 were applied because
of its clear sky and high quality. Fig. 9(b)–(h) display several
sequential images of the DBT in the TIR channel, and those
images were acquired at approximately 3:58 UTC (Beijing
time: 11:58, duration < 30 s) on July 7, 2008. The solar zenith
and azimuth angles at that time were approximately 125.7◦ and
24.4◦, respectively. Because the aircraft flew from northeast
to southwest at a height of approximately 1.5 km above the
surface, the spatial resolutions of the MIR/TIR cameras and
the VNIR images from a CCD camera [see Fig. 9(a)] were
approximately 7.9 and 1.25 m, respectively. The red pixels of

TABLE VII
SPECIFICATION OF FOUR SITES AND THEIR RETRIEVED

BRDF COEFFICIENTS AND TISIE

the false color image on the right-hand side in Fig. 9(a) repre-
sented the vegetated pixels, and the rest were the nonvegetated
pixels, such as bare soil, buildings, and man-made road. Four
sites composed of 4 × 4 pixels were chosen for further analysis,
and their detailed information can be found in Table VII.

From the TIR images in Fig. 9, the difference of pixels’
DBTs was up to 46 K. Fig. 10 (see filled circles) shows the
DBT after atmospheric correction for four sites shown in the
VNIR image in Fig. 8. The changes in VZA (and/or VAA) lead
to a temperature variation of approximately 1.0 K, 3.1 K, 2.7 K,
and 4.4 K for Sites A, B, C, and D, respectively. Although
the DBT difference of Site A was much smaller than that of
the other sites, these angular temperature differences were still
used for separating emissivity and temperature. Furthermore,
the data presented in Fig. 10 also indicated that the higher DBTs
were observed at smaller VZAs, whereas the lower DBTs were
obtained at larger VZAs because, for the vegetated canopy,
the fractions of soil with higher temperature were generally
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Fig. 10. Angular variation of the measured DBT (filled circles) after atmospheric correction and the effective temperature Te (unfilled circles) defined in (12)
for four sites. The positive and negative VZAs correspond to nearly opposite VAAs.

Fig. 11. Retrieved TISIE and nadir emissivities of the MIR and TIR channels. (a) TISIE and its histogram. (b) MIR nadir emissivity and its histogram. (c) TIR
nadir emissivity and its histogram.

larger in small VZAs than those in large VZAs. In addition,
as reported by some previous studies [46], [47], the bare soil
emissivity decreased with the increasing VZA, which most
likely caused the soil’s brightness temperature to decrease with
the increasing VZA. In addition, note that because all sites,
except for Site D, were not located near the central line of the
flight track, their minimum VZA was not equal to 0◦, as shown
in Fig. 10.

2) Retrieval of Emissivity and Temperature: Fig. 11
presents the retrieved TISIE and nadir emissivity of the MIR
and TIR channels and their histograms. Compared with the
region shown in Fig. 9, the region in Fig. 11 is smaller because
some of the pixels that could not meet the requirement of the
angle interval between different VZAs and VAAs, particularly
for those pixels near the edge in the cross-track direction,
were removed during the retrieval process. As observed in

Fig. 11(a), the TISIE mainly distributed in the range of [0.95,
1.01], which is similar to the results in [31]. According to the
VNIR image in Fig. 9, the TISIE values of vegetated pixels
were generally higher than those of bare soil and buildings
because the vegetation component in the pixel increased the
TISIE values [48].

Similar to the TISIE, both the MIR and TIR emissivities of
vegetated pixels were higher than those of nonvegetated pixels,
as shown in Fig. 11(b) and (c). However, the emissivity of
the MIR channel was generally lower than that of the TIR
channel, particularly for the nonvegetated pixels, and the MIR
emissivity difference between the vegetated and nonvegetated
pixels was larger than that of the TIR emissivity. These results
might be due to the fact that most soils and man-made materials
present a strong spectral emissivity variation in the range of
3–6 μm (“atmospheric window” mainly around 3.9 μm), and
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Fig. 12. Directional TIR emissivity for several cover types. The solid line presents the emissivity in all VZAs (0◦−90◦) calculated from (9) using the retrieved
BRDF coefficients and TISIE, whereas the squares are the emissivity for those VZAs under which the sites were observed.

the minimum emissivity in this spectral range can be as low as
0.7. Meanwhile, the emissivity of most vegetation in this spec-
tral range was almost flat. In contrast, the spectral emissivity
for most land covers (except some soils, rocks, and deserts) is
almost flat in the TIR range (e.g., 8–14 μm), and their values are
usually larger than 0.95. The histogram in Fig. 11(b) reveals
that the retrieved MIR emissivity mainly ranged from 0.88 to
0.94. Compared with the findings in [22], where the angular
emissivities for several types of land cover from MODIS emis-
sivity products were obtained, this emissivity range had the
same levels for grass and barren land and was only slightly
smaller (approximately 0.005) than the latter for cropland. The
TIR emissivity shown in the histogram in Fig. 11(c) is mainly
distributed in the range of [0.96, 0.98], which is narrower than
the range of the MIR emissivity due to two factors: first, as
previously stated, both soil and vegetation emissivities in the
TIR range were very high, and their differences in such ranges
were smaller than that in the MIR range; second, (9) might
reduce the range of the TIR emissivity, particularly for those
pixels with a TISIE larger than 1.0.

The angular variations of the TIR emissivity for the afore-
mentioned four sites are presented in Fig. 12. The solid lines
are the emissivity of VZAs within [0◦, 90◦] that was estimated
using the retrieved three coefficients of the BRDF model and
TISIE, whereas the squares are the emissivity for those VZAs
under which the sites were observed. These results indicate
that the directional emissivity for the three vegetated samples
increased with VZA, and the emissivity difference between
nadir and horizontal (i.e., VZA = 90◦) observations was ap-
proximately 0.008 in theory. However, this difference turned
out to be as small as 0.004 between nadir and VZA = 60◦

and can almost be ignored for the VZAs varying from nadir to
VZA = 40◦. The angular variation of the emissivity of bare soil
(Site D) was quite different from that of those vegetated sam-
ples. First, the emissivity increased with the increasing VZA
and then decreased at the larger VZAs. Comparisons of the
three BRDF coefficients in Table VII indicate that the positive
coefficient fvol produced a different angular pattern for soil
emissivity. If the barren pixels were assumed to be isotropic,
there would be no difference among the emissivity and bright-
ness temperatures observed at different VZAs, and the BRDF
coefficients fgeo and fvol should be zero. However, because
the DBT of Site D varied significantly with the viewing angle
[see Fig. 10(d)], perhaps due to the roughness and the multiple
shadowing effect of itself, the D-TISI method proposed in this

paper finally produced an optimal solution for the three BRDF
coefficients and TISIE, which had the minimum residual error
of the radiative transfer equation, without considering the types
of land cover. Generally, the angular variation of the barren
soil can be ignored because the emissivity difference was as
small as 0.002. One should note that not all vegetated pixels
have the similar angular patterns, as shown in Fig. 12(a)–(c),
and not all nonvegetated pixels have similar angular pattern as
Fig. 12(d).

Using the directional emissivity shown in Fig. 12 and the
DBT shown in Fig. 10 (see filled circles), the directional
effective temperatures Te defined by (13) were consequently
determined by removing the downward atmospheric radiance
from the surface-leaving thermal radiance (see (2), where Rsl↓
and Esun are equal to 0 for the TIR channel), and presented in
Fig. 10 (see unfilled circles). Te was generally larger than DBT
after removing the reflected downward atmospheric radiance
and nonunity effect of the emissivity mainly because the black-
body emission of the surface was larger than the atmospheric
emission. The average differences between Te and DBT were
approximately 1.1 K, 1.6 K, 1.2 K, and 1.8 K for the four sites,
respectively, and Site D (bare soil) had the maximum temper-
ature difference because it had the smallest emissivity, which
caused the largest value of the reflected downward atmospheric
radiance.

3) Angular Normalization of Temperature: As shown in
Fig. 10, the surface directional effective temperature Te varied
with the VZAs and even with the VAAs because the sun-target-
sensor viewing geometry determined the fractions of different
components with different temperatures in the pixel. As a result,
this angular effect made the temperature of different pixels
in the same image incomparable because they were observed
at different directions, which can produce nonrepresentative
results. Therefore, it was very crucial to normalize the retrieved
effective temperature at various VZAs to a reference VZA (e.g.,
at nadir).

Unfortunately, no existing study on the angular normaliza-
tion of temperature has been previously reported. According to
the findings in the literature [49], we modified the kernel-driven
BRDF model addressed in (6) by replacing the bidirectional
reflectivity with the directional effective temperature Te as
follows:

Te(θs, θv, ϕ) = f ′
iso + f ′

vol · kvol(θs, θv, ϕ)
+ f ′

geo · kgeo(θs, θv, ϕ). (15)
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Fig. 13. (a) Nadir effective temperature from the BRDF model (Te-nadir). (b) RMSE of the BRDF model for the directional effective temperature. (c) Difference
between the nadir effective temperature and the minimum effective temperature of observations. The color scalar was restricted to 6 K, and those pixels with a
larger value were forced to 6 K for illustration. (d) Histogram of (c).

The terms in (15) have similar meanings to the discussions
in previous sections. To fit the three coefficients f ′

iso, f ′
vol,

and f ′
geo, at least three Te values are required. As previously

stated, four or more angular observations are needed to solve
the four unknowns included in (7), and the retrieval process
finally generates a Te for each direction, whose number is equal
to that of the observations and larger than three. Therefore, the
three coefficients in (15) can be fitted in theory as long as the
four unknowns in (7) are mathematically solvable. From this
point of view, we first used the retrieved directional emissivity
in the TIR channel to calculate Te at different directions and
then fit the three coefficients f ′

iso, f ′
vol, and f ′

geo and finally
extracted the Te-nadir from (15). Fig. 13(a) shows the Te-nadir
of the study area. In addition, to investigate the performance
of the BRDF model, the temperature RMSE of this model
was also calculated using (16) and displayed in Fig. 13(b), as
follows:

RMSE =

√√√√ N∑
k=1

[Te(k)− Te(k)′]
2 /N, N ≥ 4 (16)

where N is the number of angular observations on the same
target, and Te(k) is the k th directional effective temperature
retrieved from the k th observation [see (13)], whereas Te(k)

′ is
the fitted k th directional effective temperature from the BRDF
model [see (15)].

As shown in Fig. 13(b), the BRDF model produces an error
smaller than 1.0 K for most pixels, particularly the vegetated
pixels. In contrast, this model produced a significant error (even
larger than 3 K) for some nonvegetated pixels, particularly for
those nonvegetated pixels near the edge of the image, perhaps
because the angle intervals of different observations over those
pixels were relatively smaller than the others, which caused
the BRDF model to be more sensitive to the error included
in the input Te and viewing angles, and also possibly because
the BRDF model is not representative for those kinds of bare
surfaces. However, the BRDF model performed generally well
for most pixels in the angular normalization of their directional
effective temperature. Fig. 13(c) presents the temperature dif-
ference between the nadir effective temperature Te-nadir and
the minimum value of the effective temperature under different
viewing directions, and Fig. 13(d) shows the corresponding
histogram in Fig. 13(c), at a step of 0.2 K. To make the data in

Fig. 13(c) more distinguishable, the color scalar of the figure
was restricted to 6 K, and those pixels with a larger value
were forced to 6 K for illustration purposes. Both Fig. 13(c)
and (d) indicate that Te-nadir was larger than the minimum
temperatures for most pixels (approximately 98%), and their
differences mainly fell into the range of [0.0, 5.0] K. Because
the temperature difference for most vegetated pixels was in the
range of [0.5, 2.0] K, the angular normalization of temperature
appeared unnecessary for those pixels if the accuracy of the
retrieved temperature is not required to be better than that
range. The temperature difference of the nonvegetated pixels
was generally larger than that of the vegetated pixels and even
exceeded 6.0 K for some cases. Although the BRDF model
might cause remarkable temperature error for the nonvegetated
pixels, as previously stated, the results for some pixels, such
as the barren pixels near Site D in Fig. 9, with which the
BRDF model displayed high accuracy, still illustrated that its
angular normalization was strongly required for their temper-
atures because the temperature difference of those pixels was
up to several kelvin and far from the maximum tolerance of the
temperature retrieval accuracy.

4) Cross-Comparison With ASTER Emissivity: Unfortu-
nately, there was no ground-measured emissivity and temper-
ature data available for the validation of the aforementioned
results. Cross-comparison with satellite data (such as ASTER)
was consequently conducted. ASTER generates surface
emissivity products in five TIR channels (CH10: 8.13–
8.48 μm; CH11: 8.48–8.83 μm; CH12: 8.93–9.28 μm; CH13:
10.25–10.95 μm; CH14: 10.95–11.65 μm) that are retrieved
by using the TES algorithm [9]. Because of its relatively finer
resolution (approximately 90 m), the ASTER emissivity data
provide us an opportunity to make cross-comparisons with
the WiDAS TIR emissivity data. To remove the influence of
the spectral differences between the ASTER and WiDAS TIR
channels, we established a linear relationship to covert the
emissivity of the five ASTER channels to that of the WiDAS
TIR channel by using the method described in [50] and more
than 100 emissivity spectra, including vegetation, soil, and
water samples, chosen from UCSB emissivity database. Finally,
the linear relationship is expressed as

ε̄ = 0.129 · ε10 − 0.010 · ε11 + 0.193 · ε12
+ 0.628 · ε13 + 0.060 · ε14 (17)
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Fig. 14. (a) WiDAS TIR emissivity and modeled ASTER emissivity from (17). (b) WiDAS TIR emissivity with ASTER channel 14 emissivity.

where εk(k = 10, 11, . . . , 14) is the kth channel’s ASTER
emissivity. The fitted emissivity RMSE of the aforementioned
linear relationship is less than 0.003. The ASTER sensor
observed the study area on June 29, 2008. However, there
were only 65 clear-sky pixels that had valid emissivity due
to the occurrence of clouds. Fig. 14(a) shows the comparison
of the average WiDAS TIR emissivity aggregated from 7.9 to
90 m and the modeled ASTER emissivity ε̄ from (17). The
comparison indicates that the WiDAS emissivity was, in total,
higher than the modeled ASTER emissivity ε̄, with an RMSE
of approximately 0.012. In addition, the WiDAS emissivity and
ASTER channel 14 (10.8–11.8 μm) emissivity were relatively
closer to each other, as shown in Fig. 14(b), but still with an
RMSE of approximately 0.007.

The difference between the ASTER and WiDAS emissivities
might be caused by the intrinsic difference of their algorithms,
the temporal variation of the emissivity itself from June 29
to July 7, 2008, as well as the spatial scale effect of the two
products. However, as reported by some previous studies, the
TES algorithm suffers from spectral emissivity contrast with
dense vegetation surfaces [51]–[55] and consequently intro-
duces more uncertainty into the retrieved emissivity of those
surfaces. According to the results in [56], which found that
the ASTER emissivity was 0.01–0.02 smaller than the MODIS
emissivity retrieved using the day/night algorithm [13], and
the results reported in Fig. 14(a), the WiDAS TIR emissivity
might be closer to the MODIS emissivity. However, it is al-
most impossible to perform cross-comparison with the MODIS
data because of the coarser resolution (approximately 6 km in
Collection 5).

V. CONCLUSION AND DISCUSSIONS

This paper has proposed a D-TISI method to retrieve di-
rectional emissivity and effective temperature from daytime
multiangular observed images in both MIR and TIR channels
by combining the kernel-driven BRDF model and the TISI
method. In contrast to most previous studies, the nonisothermal
surface/canopy was a concern. For model analysis, the canopy’s
bidirectional reflectivity and emissivity in the MIR and TIR
channels were simulated using the SAILH model, and the
canopy’s DBT and radiance were simulated as the weight aver-
age of components’ temperatures and their fractions calculated
from a parameterization of the SAILH model in [45]. Two

groups of MIR and TIR channels were used for illustration, and
they were respectively from the MODIS that had narrow band-
widths and is more representative of current most sensors and
from the airborne WiDAS system that, in contrast, had much
boarder bandwidths and whose data were used for validating
the D-TISI method. Four groups of angular combinations were
designed to investigate the influence of the angular observations
on the retrieval accuracy. Generally, large angle intervals among
the angular observations and a larger VZA with respect to nadir
direction can improve the retrieval accuracy of emissivity and
temperature because those angle conditions result in significant
variation of components’ fractions and DBT under different
viewing directions. The influences of canopy LAI, components’
temperatures, and TISIE on the retrieval accuracy were also
discussed. The results generally indicated that, for DBT noise
within [−1.0, 1.0] K and atmospheric data noise within [−10%,
10%], the D-TISI method can obtain emissivity and tempera-
ture with an accuracy within 0.015 and 1.5 K for the MODIS
channels and within 0.02 and 1.5 K for the WiDAS channels,
respectively.

We applied the D-TISI method to retrieve directional emis-
sivity and effective temperature from the multiangular MIR
and TIR images acquired by the airborne WiDAS system
at the Heihe River watershed. The results indicated that the
vegetated pixels had larger TISIE values and emissivity than
the nonvegetated pixels. The retrieved angular variation of
the directional emissivity for the vegetated sites from nadir
to the horizontal direction was approximately 0.01, which is
larger than that of the bare soil site. A comparison with the
ASTER emissivity product at the study area showed that the
difference of the retrieved nadir emissivity and the ASTER
emissivity was approximately 0.012. Furthermore, we used
the kernel-driven BRDF model by replacing the bidirectional
reflectivity in the original model with the retrieved directional
effective temperature Te to normalize Te from the off-nadir
direction to the nadir. The results indicate that the temperature
difference between the normalized nadir effective temperature
(Te-nadir) and the minimum Te of the observing directions
was 0.5–2.0 K for most vegetated pixels and always several
kelvin for most nonvegetated pixels. Therefore, it is necessary
to perform angular normalization on LST measurements for
higher accuracy. However, the retrieved nadir and off-nadir
effective temperatures were not validated in this paper due to
the lack of field data.
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Note that the LST also displays temporal variation, except
for angular variation, due to the fluctuations of the local me-
teorological and solar conditions, and this temporal variation
is sometimes more significant than the angular variation. How-
ever, this paper ignored this temporal variation and considered
the temperature variation fully caused by the changes of view-
ing angles because, up to now, there has been no operational
method developed to allow time normalization of measured
DBT data from multiangular observations and also because
the time interval between the two sequential images examined
in this paper was very short (< 4 s). However, we should
keep in mind that the lack of consideration of the temporal
variation must have degraded the retrieval accuracy. In addition,
different VZAs corresponded to ground pixels with different
areas, which might cause the pixels observed on the same place
to include different components, particularly for the heteroge-
neous surfaces. This problem, along with the misregistration
between different images, might have led to more uncertainty
in the retrieval results. Moreover, although we discussed the
influence of the angular combination on the retrieval accuracy
only from four groups of angles (see Table IV) and chose angle
case 2 as the local optimum combination among those groups,
the conclusions based on those angle cases are limited and
additional investigation is required in the future to determine
the global optimum combination in the upper hemisphere.

In addition, the results of the model analysis in Section III-F
were only suitable for the pixels in the central line of the
images along the flight track because the angular combina-
tion for those pixels far from this central line in the central
projection image or linear-array detecting system was actually
different from the designed angular combination and their angle
intervals were consequently significantly reduced. As a result,
the retrieval accuracy gradually decreased, in theory, for the
pixels moving from the central line to the edge. A sensor with
the conical scanning method, such as the Advanced Microwave
Scanning Radiometer for EOS (AMSR-E, http://aqua.nasa.gov/
about/instrument_amsr.php), is expected in the future to ensure
that all pixels have the same angular combinations.

Furthermore, since the D-TISI method requires the multian-
gular observation in MIR and TIR channels, it cannot be applied
to any current satellite sensor that is unable to provide such
multiangular images. Therefore, the D-TISI method remains
in the methodological domain in the current status. However,
we can prospect that the D-TISI method is applicable to the
geostationary satellite data on the basis of two factors: First,
a geostationary satellite measures the same place at a high
time frequency, and the components’ fractions vary with the
movement of the solar position in one day; as a result, the fixed
viewing angle may also provide similar information of the mul-
tiangular measurements. Second, the D-TISI method actually
does not need those multiangular images acquired simultane-
ously as long as the atmospheric correction is operational and
the emissivity of the pixel keeps stable in the short period. In
addition, we hope that the local optimal angular combination
obtained from the sensitivity analysis of the D-TISI method can
provide some suggestions for the future design of the airborne
or spaceborne thermal sensor with multiangular observation
system.
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